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Time Agenda Item Speaker 

2:00 – 2:05 WELCOME AND BACKGROUND Martyn Guest, HPC Wales 

2:05 – 2:20 
HPC WALES GATEWAY SHOWCASE - OVERVIEW OF THE LAYOUT AND 

ASSOCIATED INFORMATION WITHIN THE SECTOR SPECIFIC GATEWAYS OF 
THE HPC WALES PORTAL 

Andrew Austin, HPC Wales 

2:20 – 2:40 SYNFINIWAY – OVERVIEW OF THE WEB-BASED WORKFLOW 
INTERFACE AND ITS IMPACT ON USER PRODUCTIVITY Ian Godfrey, Fujitsu 

2:40 – 3:05 "TOP 10 ISSUES" – FEEDBACK ON ISSUES RAISED BY USERS Martyn Guest, HPC Wales 

3:05 - 3:20 
SERVICE ENHANCEMENTS – ROUND TABLE DISCUSSION TO SEE WHAT 

CAPABILITIES USERS WOULD LIKE TO SEE ADDED TO THE CURRENT HPC 
WALES SERVICE 

HPC Wales Users 

3:20 – 3.35 THE ROLE OF FLE / NAG IN SUPPORTING THE HPC WALES USER 
COMMUNITY 

Ross Nobes , FLE & 
Edward Smyth, NAG 

3:35 – 3:55 “VENDOR CORNER" – A PRESENTATION BY ALLINEA ON THEIR PRODUCT 
OFFERING David Lecomber, Allinea 

3:55 – 4:00 FUTURE FORMAT OF THE HPC WALES USER GROUP & CLOSING Martyn Guest, HPC Wales 



The HPC Wales User Group 
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 HPC Wales convened their first project-wide user group  
meeting on the afternoon of Thursday 12th September 2013. 

 The aim of the meeting was to provide a forum for the  
users of the HPC Wales systems to both learn about the range of 
services on offer, and to allow attendees to feedback ideas about 
what facilities, support and software would support the growth of 
their work on the HPC Wales systems. 

 Held through a multi-site video conference involving sites at both 
Hubs and all three Tier-1 sites: 

 The meeting was broken out into a number of 10-20 minute updates 
from HPC Wales staff, followed in each case by a Q&A session that 
attracted a number of comments and ideas from the 25 or so users in 
attendance. 

 



Learning Points 
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The main learning points from the event were: 
 Clear that the service offerings are not very visible to users, 

especially Phase 3. We presented a programme that involved the 
transition to Phase 2 Production service at the end of September. 

 There appeared to be little awareness of SynfiniWay. 
 From the general feedback, it was clear that more work is needed to 

communicate to users. 
 A key point here is the status of the portal that remains sparsely 

populated. While the Creative Industry section is in good shape, and 
the Life Sciences area at least contains some content, the Advanced 
Manufacturing, Energy and Environment and ICT sections contained 
no material. 

 Visit South Wales & Aberystwyth, to enhance requirements analysis 



Improving the Format 

 Running them quarterly over VC makes sense, however it 
would be great to have one a year in person in order to 
foster a greater sense of community 
 

 Have separate regional group meetings instead of a multi 
site video conference 
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HPC Wales Portal Demonstration 

ADVANCED MATERIALS & MANUFACTURING 
SECTOR 

ANDREW AUSTIN 
SWANSEA HUB MANAGER 



Advanced Materials & Manufacturing Gateway (AM&M) 

 Covers ‘Chemistry’ & ‘Engineering’ applications 
 Instructions on how to access & use applications 
 Describes Command Line & ‘SynfiniWay’ invocation 
 Provides User / Group / Project collaboration tools 
 Users / Groups / Projects can provide content… 
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CLICK HERE 

8 



HPC Wales  
Username and Password 
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CLICK HERE 
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Advanced Materials & Manufacturing Gateway (AM&M) 

 Not all AM&M applications yet covered 
 Further development required (e.g. ‘User Expertise’) 
 More SynfiniWay example workflows to be added 

 

Now for a SynfiniWay Workflow 
Demonstration 

 
 

33 



SynfiniWay – Workflow impact on 
the Research Agenda 



SynfiniWay role in HPC Wales user environment 
HPC web-based gateways 
with workflow automation 

HPC Wales Framework 

HPC infrastructure abstraction 

Workflow service orchestration 

Access from anywhere 

Data access and movement 

Hub Tier 2A Hub Tier 1 Hub Hub Hub Hub 



How SynfiniWay workflows help 

Structure and encode 
business processes as 
automated transferable 
workflows 

Allows users to focus on 
research and analysis – 
eliminates low-level actions, 
increases productivity 

Systematic deployment 
of best practice and expert 
methods, to non-experts 
and other experts 



SynfiniWay Gateways available to date 



Applications 

Advanced 
Manufacturing & 
Materials Creative Industries 

Energy & 
Environment 

Life Sciences – 
Chemistry 

Life Sciences - 
Genomics Multi-Sector 

ANSYS Fluent Arnold ROMS DL_POLY 4 ABYSS R 
CRYSTAL Lightwave SWAN DL_POLY Classic Biskit 
DL_POLY 4 MentalRay GAMESS-UK BLAST 
GAMESS-US GAMESS-US Bowtie 
GROMACS Gromacs BWA 
LS-DYNA LAMMPS CABOG 
NWChem NAMD CURVES+ 
OpenFOAM NWCHEM MRBAYES 
QuantumESPRESSO QuantumESPRESSO PLINK 
VASP VASP SATSUMA 

SOAP2 
T-Coffee 
TELEMAC 

Wide range of applications are already available for use through the Gateway 
and SynfiniWay baseline workflows. 



Simplified HPC usage 

Define, submit and monitor application 
process all through web interface 

Locate chosen application 
in thematic Gateway 



New users 

 Identify the application you need to use under the associated 
Gateway 

 Review existing usage guides for this on-boarded process 
 The baseline interface should offer most common parameters 
 If additional parameters are required these can be rapidly added 

by the HPC Wales technical team 
 If additional applications or tools are required a simple 

interface can be quickly created 
 Contact the Gateway owner or technical team 

 
 



Graphical job management 
Select workflow and create input profile Define input values and submit 

Control status, inspect files, monitor key values  Download files, workflow copied to persistent store 



Complete workflows 

 More extended workflows enable 
programming a multi-step process 

 Tasks can be selected by user input 
controls or based on output variables 

 Allows generalisation of the process 
to accommodate different input 
scenarios or an evolving computation 



Workflow advantages 

 Decouple HPC outcome from IT activity 
 Workflow tasks are system and location independent 

 Encode and automate practically any business process 
 Complex conditionals, iterative 

 Provide the foundation for global optimisation 
 Automated data movement between HPC Wales sites 

 Promote reusability and sharing 
 Incorporate sub-flows for re-use of tried and tested best practice 

templates and IP protection 
 Increases security 
 Fine-grained authorisation control on workflows and tasks based 

on role and groups 
 
 
 



Assemble workflow from pre-built interfaces 

Certain components are already available. 
Check the function and interface for 
consistency with your process. 

New components can be added as required. You could 
integrate your own scripts as workflow services. 



Common workflow structures (1) 

Single level loop methods 

The experiment 
comprises a series of 
different value on one 
dimension, either 
defined individually or 
incremented across a 
range. A loop workflow 
provides a robust 
method to define such 
processes for 
optimisation or ranging 
studies. 

Multi-level loop methods with embedded process 

The experiment 
comprises a two-
dimensional variation.  
We can re-use an 
existing workflow for the 
inner dimension with 
results being output from 
each computation on 
both dimensions. 



Sample workflow structures (2) 

Pre-Solve-Post methods 

Common in CAE, the pre-
solve-post process 
automates the 
meshing/decomposition, 
followed by the simulation 
stage. Post-processing 
may include first-pass 
analysis, data filtering and 
compression, and report 
generation, including plots 
and images. 

Multi-tasked methods 

The experiment builds 
a set of inputs that can 
be simulated 
concurrently. At the 
end of the process all 
results need to be 
assimilated and 
analysed to produce 
either a statistical 
summary or an 
optimsed design point. 

Methods can further address error handling (fix, resubmit) and could include appropriate utility 
tasks (archive, filter, chart). Tasks for these normally depend on the application. 



Global data access and movement (1) 

Through the global file 
explorer you can cut and 
past files between HPC 
Wales sites. 

Hub Glamorgan 

Hub Cardiff 



Global data access and movement (2) 
Within a workflow the data movement between 
sites of systems is handled automatically. 

Hub Glamorgan 

Hub Cardiff 

Hub Glamorgan Glamorgan 

Glamorgan 

Cardiff 

Advantage is that user 
located in Glamorgan 
need only handle input 
and output files from their 
local site filesystems. 



Workflow impact 

Broaden individual and team access to HPC applications and methods 

Democratization Process-oriented 

Systematic methods Service based 

Organized activity Multi-application 

Dynamic scale Network neutral 



Next steps 

 Which applications in this list do you use? 
 Which need to be added? 

 Do you run basically the same script each time 
 Other than changes to input files, executables options, 

environment 
 Are you using any types of multi-stage process? 



The HPC Wales User 
Group 

THE “TOP 10” ISSUES 

22 January 2014 



Survey Outcomes: Main challenges 

1. Lack of familiarity with Linux. 

2. Factoring in the queue system to your work schedule. Learning linux 
commands. 

3. Setting things up in the first place and getting familiar with the HPC 
system (queue system, syntax, etc.). 

4. When I started using it I was unfamiliar with using Linux and how to run 
my models on the cluster so this was a big challenge to me. 

5. Getting used to running the system, basically getting used to its 
language and procedures. 

6. Knowing what is available. 

7. Improving the user's skillset from beginner to intermediate level. 
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Survey Outcomes: Main challenges 

8. Getting prompt resolution to tickets is the main challenge, beyond that 
greater availability of training materials and courses would be useful in 
terms of widening my knowledge of the subject. 

9. Software design. 

10. Finding support in improving the code. 

11. Reproducibility of data when running calculations on other commonly 
used HPC systems within UK (e.g. Hector, Archer). e.g., broadly used 
codes (e.g. VASP, GAMESS-UK) should be checked for that. 

12. Transferring data between Cardiff and Swansea nodes. 

13. Keeping files up to date when using the UoSW cluster and the Cardiff 
cluster at the same time. 

14. Getting data to and from the system. 
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ServiceNow: The Support Desk 

1. Accessing the Support Desk can be either via email (support@hpcwales.co.uk), 
telephone (01248 675093) or self-service through the Portal or directly via the 
URL: http://hpcwprod.service-now.com 

2. Users must login using their HPC Wales credentials 

 

 

 

 

 

 

 

 

3. The Support desk provides an interface for customers to monitor the status of 
calls raised with HPC Wales 
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http://hpcwprod.service-now.com/�


ServiceNow: Incident Categorisation  
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Category 1 
Category 2 
Category 3 

ServiceNow: Incident Categorisation  



Incident Types over last 12 months  
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7% 

Category 1 & 2 Calls over last 12 months 



Support Calls over last 12 months 
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Major Support Call Categories 
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 Category 1  %  Category 2 
Account 
Services 34% Delete, Modify, New, Project Issue, user Account Issue 

  
Application 

Software 15% Commercial, Community / open Source, in-house / Own 

  

Assistance 15% Detailed Query, Initial Query, New FAQ Entry request, 
Project kick-off request, project scoping request 

  
Hardware 8% Blade Issues 

  
System 

Software 9% Client, Development Environment, OS, Scheduler 

  

Connectivity 7% HPC resource, Public website, Website 

  

Training   2% Book training place, General Query, Request Course 
delivery, Request new course 



The HPC Wales User 
Group 

SERVICE ENHANCEMENTS 

22 January 2014 



Service Enhancements – Survey Suggestions 

 Streamlining of job submission from uploading, to running jobs 
and results extraction. 

 Sandy Bridge system progress. 
 Whether there will be a fair use policy implemented on Sandy 

Bridge. 
 Using the GP-GPU queues 
 Better indication on the website of what tools are available, 

whom they are available to and examples of how to use them 
 Amount of storage currently available / Concerns over large 

data sets. 
 Submission script for an Ansys FSI analysis. 
 Shortage of Ansys CFX licenses is resulting in long wait times. 
 What about collaboration with non-profit research companies 

outside Wales but within EU. Is there such a possibility ? 
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Advanced Workload Data Analytics 
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 HPC Wales operational service has a long standing requirement for 

features such as: 
 Job and resource reporting 
 Usage reporting for chargeback accounting 
 Operational reporting and analysis 
 Resource and service-level analysis 
 Intuitive, customizable interfaces 

 Initial discussions with Platform and subsequent demonstrations 
suggested that IBM Platform Analytics provided much of the required 
functionality, but at a cost. 

 After a long wait, the final costs were presented to HPC Wales on 
September 19th. These included the associated professional services 
to tailor the solution plus H/W costs involved in its deployment.  
 

http://www-03.ibm.com/systems/technicalcomputing/platformcomputing/products/lsf/analytics.html 



Advanced Workload Data Analytics 
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 The final figure confirmed our primary 
concerns (i) that the proposed solution 
would not provide a value-for-money 
solution, and (ii) would still require 
considerable work to be fully fit for 
purpose.  

 The Technical Team considered possible 
alternatives, and are convinced that an in-
house solution was the optimum way 
forward, building on some preliminary 
work to design and rollout an open-source 
solution based on e.g. Gold Algorithm.  

  While a major piece of work, Ade Fewings and Jay Davies have undertaken 
the project through a Three phase program – (0) Project Code Enforcement  
and Application Profiles, (1) Data Base and Parser, and (2) Internal User Views.  

 Good progress to date, with the possible demo of Management data by the mid-
term audit.  

 



  

Ross Nobes 
Senior Research Fellow,  
Fujitsu Laboratories of Europe 
 

 
FLE’s Role in HPC Wales 
HPC Wales User Group 
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Fujitsu Laboratories of Europe 

FLE 
 Established 2001 and based in West London 
 ~45 employees 
 Strong track record in European and other collaborative projects 
 Technical Computing groups contribute to HPC Wales project 

 ‘Services’ as a subcontractor to Fujitsu UK & Ireland 
 Research collaboration overseen by Fujitsu Laboratories 
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Fujitsu Limited 

Japanese Business International 
Business 

Fujitsu UK & 
Ireland 

Fujitsu Laboratories 

Fujitsu Laboratories 
of Europe (FLE) 

FLA (US) 

FRDC 
(China) 

Technical Computing Research 

Technical Computing Solutions 

Engineering Cloud Research 

Future Networks Research 

Intelligent Society Platform Research 

Research Transformation & Innovation 



  

Support to new/potential projects; user groups; case 
studies 
Studentships and research & innovation calls 

Software installation, documentation, benchmarking; 
Support Desk activities (with NAG) 
Skills Academy contributions 

Participation in working groups 

Business engagement events; development of funding bids 

FLE’s Services Role 

Example 1: Studentships 
 Worked with HPC Wales to put 20 

PhD Studentships in place 
 Involvement in six-monthly review 

meetings and reporting 
 Development of ‘case studies’ 

highlighting student’s work 
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Example 2: ONETEP Benchmarking 
 Worked with HPC Wales technical 

team to optimise performance of 
ONETEP on Sandy Bridge 

 Led to HPC Wales winning external 
contract 



  

FLE’s Research Collaboration Role 
 Software for future architectures 
 Application performance on NVIDIA GPGPU, Intel Xeon Phi, etc. 

• Open-source codes (OpenFOAM, Gromacs, Quantum ESPRESSO, WRF, pBWA) and 
other applications of importance to HPC Wales and/or Fujitsu 
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 Strategic applications: Extreme weather impacts in Wales 
 Establish climate modelling codes and other applications on HPC Wales  

 HPC Wales infrastructure development 
Example 2: Swansea Knowledge Transfer Project 

Example 1: Genomics with South Wales 
 

• Develop parallel algorithms for motif 
detection in bioinformatics 

• M. Triska, D. Grocutt, J. Southern, 
D.J. Murphy & T. Tatarinova, 
“cisExpress: Motif Detection in DNA 
Sequences”, Bioinformatics, 29, 2203-
2205, 2013 



  

Summary 
 FLE is an active partner in the HPC Wales project 
 We can offer services both to HPC Wales and to end users 
 Do you have an application that needs to be ported to HPC Wales? 
 Do you need help in optimising the application’s performance? 
 Should FLE and HPC Wales be setting up thematic user groups (e.g. in 

life sciences, energy & environment, computational chemistry)? 
 Would you like tutorial material to be created for the portal and/or Skills 

Academy? 

 We are also seeking partners for research collaboration 
activities 
 Are you working to develop future software technologies to overcome 

scalability barriers, to enhance robustness and eliminate programming 
complexity? 

 Are you interested in working with FLE to develop European Horizon 
2020 bids? 
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Experts in numerical algorithms 
and HPC services 

NAG and HPC Wales 

Ed Smyth 
edwards@nag.co.uk 

 HPC Wales user meeting 
Jan 2014 

 



  

Introduction to NAG 

 
 Started in 1970, not for profit company since 1976. 
 NAG Library products and NAG Fortran compiler: 
 Libraries can be used from Fortran, C, C++, Matlab, Python, Java, Excel, 

... 

 Involvement in Fortran, MathML and OpenMP standardisation 
activities. 

 Consultancy and service activities: 
 CSE support for HPC Wales, HECToR, CHPC (South Africa) 
 Work with Intel and AMD on math libraries 
 Consultancy for academia, finance, engineering, oil&gas 

 See www.nag.co.uk for further information. 
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NAG’s role in HPC Wales 

 Computational Science & Engineering (CSE) support: 
 Working with HPC Wales and Fujitsu. 
 Helping users get the most benefit from their time allocation on the system. 

 Three main areas: 
 Service requests: e.g. software installation, debugging, etc. 
 Collaborative Partnership Team (CPT): In-depth performance analysis and 

optimisation work on important applications. 
 Skills academy: training courses and support for new users. 
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Service request and CPT work 

 Service requests: 
 Installing software e.g. PETSc, Python (with numpy+scipy), Octave, R, Delft3d, 

WRF, UCSC GenomeBrowser, Autodock, OpenFOAM+swak4Foam, Gaussian, ... 

 CPT projects: 
 Initial work started on three codes: 

• FLITE CFD software used for Bloodhound SSC project 
• Computational Rheological Modelling code 
• TERRA mantle circulation code 

 Performance profiled, areas for potential improvement  identified. 
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Skills academy 

 NAG has delivered for HPC Wales courses on: 
 Parallel Programming with MPI 
 OpenMP and Mixed-mode Programming 
 Debugging and Profiling (inc. online guides for tools used) 

 We have provided the following on HECToR: 
 Fortran 95 
 Optimisation 
 Scientific Visualisation 
 Parallel I/O 
 ... 
 Details at www.hector.ac.uk/cse/training/courselist/ 
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How can we help you? 

 “Onboarding” – training and advice for users getting started on the 
system. 

 What codes would you like installed? 
 What training  courses do people want? 
 What codes need in-depth support via CPT mechanism?  
 Contact info@hpcwales.co.uk to request support. 
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Allinea Software 
Powering Success… via HPC Software 



About Allinea Software 
 The Company 
 Warwick, UK -  HQ and research and development team 
 Offices in USA and Germany 

 
 Allinea Performance Reports 

 Application analysis to uncover missing performance  
 

 Allinea DDT and Allinea MAP 
 Development tools for debugging and profiling HPC applications 

 
 Interesting facts 
 Allinea developed the first tool to debug over 100,000 cores – still 

unbeaten 
 The most powerful supercomputers in Europe and America rely on 

Allinea 
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Who can Allinea Software help? 

 System Users and Managers 
 Improve application performance with Allinea Performance 

Reports 
 More results for less machine time 
 

 Software Developers and Computational Scientists 
 Fix software errors quickly 
 Analyse performance at source level 
 Single unified tool environment 
 Saving time by using tools designed for parallel applications 
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Allinea’s Core Markets 

Aerospace and Space Automotive Oil and Gas EDA 

Weather and climate Financial Defence Government Labs 

Life sciences Academic 

79 



A snapshot of Allinea users 
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Allinea Performance Reports 

 A simple way to run any 
HPC application and 
characterize performance 
 No changes to application 
 As easy as running the job 

itself 
 

 .. A fast route to uncover 
missing performance 
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Why development tools matter 

• Extreme complexity: highly parallel processors and systems 
• Print-style debugging does not scale 
• Application performance is a mystery 

Technology is beyond the tipping point for 
developers 

• Development tools can enable software to exploit the hardware 
• .. but tools must simplify the complexity of today’s systems 

Scalable systems need scalable tools 

• Modern scalable tools for highly parallel systems and software 
• Proven on the world’s largest supercomputers 

Allinea provides the solution 
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Key Benefits: Debugging with Allinea DDT 

Simplicity 
Applications are 

hard to 
understand 

Allinea DDT 
simplifies parallel 

information 

Allinea DDT 
highlights 

differences 

Completeness Application fail for 
complex reasons 

Allinea DDT’s 
memory 

debugging makes 
random bugs 
reproducible 

Allinea DDT 
masters HPC 
datasets with 
filtering and 
visualization 

Scalability Many tools fail to 
scale 

Allinea DDT  has 
a scalable 

architecture and 
GUI 

Allinea DDT is full-
size proven on the 

#1 system 

Efficiency 
Bugs cost 

machine and 
developer time 

Allinea DDT is 
lightning fast – at 

any scale 

Allinea DDT’s 
offline mode finds 
bugs whilst you 

sleep 
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Allinea DDT: Debugging for HPC developers 

Where? 
• Leaps to source automatically  
• Powerful instantaneous memory debugging 

How? 
• Real-time data comparison and consolidation 
• Identify outliers and unusual threads 

Why? 
• “Smart Highlighting” of differences and changes 
• Sparklines comparing data across processes 
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Key Benefits: Performance Profiling with Allinea MAP 

Simplicity Many tools 
target the expert 

Allinea MAP is 
for scientist and 

analyst alike 

No complex 
setup and 

compilation 

Clarity 
Many tools 

overwhelm with 
too much 

information 

Allinea MAP 
merges data 
intelligently 

Allinea MAP 
displays 

performance in 
the source code 

Scalability 
Performance at 

scale is a 
mystery 

Allinea MAP 
handles the 

most complex 
applications 

Allinea MAP 
scales to 
extreme 

machines 

Accuracy 
Profiling 

overheads 
destroy 

accuracy 

Allinea MAP 
does not create 
large data files 

Allinea MAP 
achieves <5% 

slowdown 
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Allinea MAP: Performance made easy 

Low overhead measurement 
• Accurate, non-intrusive application performance profiling 
• Seamless – no recompilation or relinking required 

Easy to use 
• Source code viewer pinpoints bottleneck locations 
• Zoom in to explore iterations, functions and loops 

Deep 
• Measures CPU, communication, I/O and memory to identify problem causes 
• Identifies vectorization and cache performance 
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What our users are saying 

“My group routinely debugs code at over 
100,000 processes using Allinea DDT. No 

other debugger comes close – obviously it’s a 
hit with users,” Oak Ridge National Laboratory 

“Allinea’s experience and tools will make a big 
impact in the speed at which scientists can 

complete their research,” NCSA Blue Waters 

“Previous experiences with other profilers had 
left us more confused than informed. Allinea 

MAP is the opposite” 
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Allinea at HPC Wales 

 Allinea’s development tools are available on HPC Wales 
systems 
 Develop, debug, and optimize your C, C++ or Fortran applications 
 

 Allinea Performance Reports will be available soon 
 To be launched as a product in April 2014 

 
 How can Allinea help you to get more from HPC and HPC 

Wales? 
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